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ABSTRACT

Escalation is a serious management problem, and sunk costs are believed to be a key factor in promoting
escalation behavior. While many laboratory experiments have been conducted to examine the effect of sunk
costs on escalation, there has been no effort to examine these studies as a group in order to determine the
effect size associated with the so-called “sunk cost effect.” Using meta-analysis, we analyzed the results
of 20 sunk cost experiments and found: (1) a large effect size associated with sunk costs, and (2) stronger
effects in experiments involving information technology (IT) projects as opposed to non-IT projects. Im-
plications of the results and future research directions are discussed.
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INTRODUCTION

The amount of money already spentona project
(level of sunk cost), together with other factors,
can bias managers’ judgment, resulting in “es-
calation of commitment” behavior (Brockner,
1992) in which failing projects are permitted to
continue. Project escalation can absorb valuable
resources without producing the intended re-
sults. While escalation is a general phenomenon
occurring with any type of project, software
projects may be particularly susceptible to this
problem (Keil et al., 2000a).

Prior research has identified psychologi-
cal as well as other factors that can promote
escalation (Staw & Ross, 1987). The sunk cost

effectisapsychological factor that can promote
escalation and refers to the notion that people
have a greater tendency to continue a project
once money, time, and effort have been invested
(Arkes & Blumer, 1985).

There are several possible explanations
for the sunk cost effect. Chief among these is
prospect theory (Brockner, 1992; Kahneman &
Tversky, 1979), which suggests that people will
chooseto engage inrisk-seeking behavior when
faced with a choice between losses. According
to prospect theory, people will prefer to make
additional investments (even when the payoffis
uncertain) rather than terminating a project and
“losing” all of the monies already spent.
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In the context of software projects, the
intangible nature of the product (Abdel-Ha-
mid & Madnick, 1991) can make it difficult to
estimate the amount of work completed. This
difficulty manifests itself'in the “90% complete
syndrome”!, which may promote the sunk cost
effect by giving a false perception that most
of the required money, time, and effort have
already been expended.

To investigate the sunk cost effect,
researchers have conducted many role-play-
ing experiments in which sunk cost levels
are manipulated to determine if they have
an effect on decision-making (e.g., Garland,
1990;Garland & Newport, 1991). These pub-
lished experiments suggest that there is broad
agreement that sunk cost increases commit-
ment to projects. However, there are a couple
of unanswered questions. First, while prior
studies have conducted statistical significance
testing, they do not provide much information
about the magnitude of the sunk cost effect.
Second, although there have been claims that IT
projects are more prone to the sunk cost effect,
there have been no prior studies to determine if
the magnitude of the sunk cost effect is larger
in an IT project context than it is in a non-IT
project context.

Meta-analysis, a literature review method
using a quantitative approach, is very good at
assessing a stream of research, discovering
the consistencies, and accounting for the vari-
ability. Therefore, in this study, we conduct a
meta-analysis to determine the mean effect size
of sunk cost on project escalation and examine
variability of effect sizes across experiments.
We also examine whether the effect size of the
sunk costeffect on project escalation is different
for IT vs. non-IT project contexts.

LITERATURE REVIEW

Experiment Studies on Sunk Cost
Effect on Project Escalation

Arkes and Blumer (1985) conducted a series of
10 experiments demonstrating that prior invest-
ments in an endeavor will motivate people to

continue commitment, although rationally peo-
ple should only consider incremental benefits
and costs in decision making. Many researchers
have conducted similar experiments based on
one of the Arkes and Blumer scenarios (Gar-
land, 1990; Heath, 1995; Moon, 2001; Whyte,
1993). These experiments consistently showed
that when facing negative information, subjects
with a higher sunk cost level have a greater
tendency to continue a project than subjects
with a lower sunk cost level. Based on these
experiments, escalation has been linked to the
level of sunk cost.

Although project escalation is a general
phenomenon, IT projectescalation hasreceived
considerable attention since Keil and his col-
leagues began studying the phenomenon (Keil
etal., 1995a). Survey data suggest that 30 to 40
percent of all IT projects involve some degree
of project escalation (Keil et al., 2000a). To
study the role of sunk cost in software project
escalation, Keil etal. (1995a) conducted a series
of lab experiments in which sunk costs were
manipulated at various levels, and subjects de-
cided whether or not to continue an IT project
facing negative prospects. This IT version of
the sunk cost experiment was later replicated
across cultures (Keil et al., 2000b), with group
decision makers (Boonthanom, 2003) and under
different de-escalation situations (Heng et al.,
2003). These experiments demonstrated the
sunk cost effect to be significant in IT project
escalation.

Research Gaps

Many experimental studies have been conducted
to investigate the sunk cost effect on project
escalation. However, research that summarizes,
integrates, and interprets this line of research is
still lacking. First, previously published studies
all take the approach of statistical significance
testing, which only provides information about
whether the sunk cost effect is significantly
different from zero but does not provide any
information about effect size. Is the sunk cost
effect a small or moderate effect, or is it a
large effect that is really worth noting? Are
the results consistent across different experi-
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ments? Such questions have not been answered
by previous studies. Second, IT projects have
been identified as a type of project that may
be particularly prone to escalation, but this has
not been demonstrated empirically. Therefore,
we do not know if the magnitude of the sunk
cost effect is truly greater for IT, as opposed to
non-IT, projects. In this study, we seek to fill
these research gaps.

RESEARCH METHODOLOGY

Meta-Analysis Method
To investigate the above research gaps, we
conducted a meta-analysis. Meta-analysis
is defined as “the analysis of analysis...the
statistical analysis of a large collection of
analysis results from individual studies for the
purpose of integrating findings” (Glass, 1976).
Meta-analysis involves gathering a sample
or a population of research reports, reading
each research report, coding the appropriate
information about the research characteristics
and quantitative findings, and analyzing the
data using special adaptations of conventional
statistical techniques to investigate and describe
the pattern of findings in the selected set of stud-
ies (Lipsey & Wilson, 2001). Over the years,
meta-analysis has become a legitimate statistical
tool to integrate empirical research findings in
many disciplines, such as medicine, education,
and psychology (Hwang, 1996).
Meta-analysis uses effect size as ameasure
that is “capable of representing the quantita-
tive findings of a set of research studies in a
standardized form that permits meaningful
numerical comparison and analysis across stud-
ies” (Lipsey & Wilson, 2001). In meta-analysis
involving experiments, the standardized mean
difference between groups is commonly used
to compute the effect size (Hunter & Schmidt,
1990). The formula used to compute the effect
size depends upon the statistics reported in the
study. When descriptive statistics such as the
mean and standard deviation are available, the
formula used to calculate effect size is:

_ }Gl —YGZ

s pool ’

ES

sm

where ES_ is effect size, XG1 is mean of the
treatment group, XG2 is the mean of the control
group, and S ool is the pooled standard deviation
of the two groups.

When descriptive statistics such as mean
and standard deviations are not available,
other reported statistics can be used to derive
an estimated effect size. For example, when
independent t-test (t) and sample sizes (n) for
each group are available, the formula used to
calculate effect size is:

nl+n2
sm nlnz

(Lipsey & Wilson, 2001), where t is the t-test
statistic, and n1 and n2 are the sample sizes for
the treatment and control group, respectively.

In experiments that use dichotomized
dependent measures (e.g., continue the project
vs. abandon the project), the proportion of
subjects in each group that decided to continue
the project is often reported. For example, 80%
of the subjects in the treatment group decided
to continue the project, while only 30% of the
subjects in the control group decided to do so.
In such situations, effect size can be estimated
by performing an arcsine transformation using
the following formula:

ES,, =arsine(p.,)—arcsine(p.,)

(Lipsey & Wilson, 2001), where P and P,
are the proportions of subjects in the treatment
and control group that decided to continue the
project.

The two primary functions of meta-
analysis are combining and comparing studies
(Cooper & Hedges, 1994). Meta-analysis can
be used to accumulate empirical results across
independent studies and provide a more accurate
representation of population characteristics.
When effect sizes among studies vary beyond
the subject-level sampling errors, moderator
analysis can be conducted to find out whether
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a particular study characteristic causes the
variability. Primary studies can be split into
subgroups, and findings in different groups can
be further tested.

Data Collection and Coding

A literature search was performed primarily
on electronic sources (ABI/Inform, EBSCO
Business Source Premier, and ScienceDirect),
as well as several conference proceedings (ICIS,
HICSS, and AMCIS) using the keywords “sunk
cost,” “project continuation,” and “project
escalation.” After obtaining a list of poten-
tially relevant articles, we scanned the papers’
abstracts and retained articles that satisfy the
following criteria: (1) It was an experimental
study of the sunk cost effect on escalation; (2)
The article reported the statistics from which
standardized mean differences between groups
could be derived; (3) The decision task used
in the experiment was a project continuation
decision. Based on these criteria, 12 research
articles were retained for subsequent analysis.
These articles were published from 1985 to
2003. Because IT researchers did not begin to
embrace this area until 1995, much of the work
was from the psychology and organizational
behavior areas. The nature of the 12 articles is
summarized in Table A of the appendix.

Some articles contained results from
multiple experiments. For example, Keil et
al. (2000b) replicated the same experiment
across three different countries. Since our unit
of analysis was a single experiment, multiple
experiments in the same study report are con-
sidered statistically independent as long as they
use adifferent subject pool (Hunter & Schmidt,
1990). Thus, we ended up with 20 separate
experiments in our sample.

Because the effect size in our study was
based on the standardized mean difference be-
tween groups, for each experiment we needed to
identify one group as the treatment and another
as the control group. In the experiments in our
sample, the level of sunk cost was manipulated
as an independent variable and was used to
create multiple treatment levels. In experiments
in which sunk costs were manipulated at two

levels (forexample, 10% vs. 90%), the high sunk
cost level group was considered the treatment
group and the low sunk cost level group was
considered the control group. In experiments
in which sunk costs were manipulated at more
than two levels, the highest sunk cost group
was selected as the experiment group and the
lowest sunk cost group as the control group.
For example, in some experiments sunk cost
were manipulated at 4 levels: 15%, 40%, 60%,
and 90%. When such situations arose in our
meta-analysis, the sub-group with 90% sunk
cost level was considered the treatment group
and the sub-group with 10% sunk cost level
was considered the control group.

In some experiments, researchers have
attempted to independently manipulate sunk
cost (e.g., percent of budget already spent) and
completion (e.g., percent of project already
completed). The problem is that in trying to
tease apart the influence of these two factors,
confounds can be introduced. For example,
when a subject is told that a project is 90%
complete, but only 10% of the budgeted funds
have been expended, this generates positive
feedback (for the project is nearly done, even
though only a small fraction of the budget has
been spent). To control for this type of confound,
we limited ourselves to treatment conditions in
which sunk cost and percent completion were
jointly manipulated.

In total, 20 experiments were included in
our meta-analysis and were coded for statistics
that would be used to derive effect sizes, study
characteristics such as decision task type, and
sunk cost level for both treatment and control
groups. The statistics used to derive effect sizes
and the effect sizes of the 20 experiments are
shown in Table 1. Table B in the appendix lists
the formula used to calculate the effect sizes.

Data Analysis and Results

Three analysis steps were taken to address
the research gaps identified earlier. First, the
mean effect size and confidence interval were
calculated for the sunk cost effect. Second, a
homogeneity test was performed to determine
whether sunk cost effects were consistent across
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Table 1. Data sources and effect sizes
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Table 1. continued
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experiments. Third, the type of projectinvolved
(IT vs. non-IT) in the decision tasks was used
as moderator to explain the variances across
studies. The results are shown in Table 2.

. Step 1: Calculating the mean effect size
and confidence interval

Since standardized mean difference effect
size suffers from a slight upward bias when
based on small samples (Cooper & Hedges,
1994), each effect size was first corrected be-
fore further calculation. The unbiased effect
size estimate is

3
4N -9

ES’, =[1— }ESW

(ES’, is the corrected effect size, while
ES_ is the original effect size, N is the overall
samplesize). According to Hunterand Schmidt
(1990), the best estimate of the population effect
size is not the simple mean across studies, but
aweighted average in which each effect size is
weighted by the number of subjects in a single

Table 2. Analysis results

experiment. Using this method, we calculated
the mean effect size and confidence interval
for the sunk cost effect. The mean effect size
was 0.89. The 95% confidence interval was
0.81-0.97.

. Step 2: Testing for homogeneity of effect
sizes

Homogeneity analysis of the effect sizes
answers one important question: Do the various
effect sizes that are averaged into a mean value
all come from the same population (Hedges,
1982b; Rosental & Rubin, 1982)? In a homo-
geneous distribution, the dispersion of the effect
sizes around their mean is no greater than that
expected from sampling error alone (the sam-
pling error associated with the subject sample
upon which the individual effect sizes are based).
If the statistical test rejects the null hypothesis
of homogeneity, it indicates that variability of
the effect sizes is larger than that expected from
sampling error alone and thus further analysis
is needed to investigate whether there are other
systematic factors (e.g., study characteristics)

Step1: Calculate mean effect size and confidence interval

20 .89 81 97

N Mean ES -95%CI +95%CI

SE Z P
.04 21.10 .00

Step 2: Homogeneity analysis

Q af p
150.88 19 .00

Step 3: Moderator analysis on type of project in decision task

Q df p

Between  7.22 1 .007
Within ~ 143.66 18 .000
Total ~ 150.88 19 .000
------- Q by Group -------

Group Q df p

Non-IT 90.46 11 .00

IT 5320 7 .00

Non-IT .80 .05 .70
IT 1.04 .07 .90

------ Analog ANOVA table (Homogeneity Q) -------

------- Effect Size Results by Group -------
Group Mean ES SE -95%CI +95%CI V4 P N

91 15.26 .00 12
1.18 14.82 .00 8
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that can explain the heterogeneity among effect
sizes (Lipsey & Wilson, 2001).

The homogeneity test is based on the Q
statistic, and it was calculated using the follow-
ing the formula:

Q:ZWi(ESi _ETS)Z’

where ES is the individual effectsize fori-1tok
(the number of effect sizes), ES is the weighted
mean effect size over the k effect sizes, and w,
is the individual weight for £S.. Q is distributed
as a chi-square with k-1 degrees of freedom,
where k is the number of effect sizes (Hedges
& Olkin, 1985; Lipsey & Wilson, 2001). A
statistically significant Q rejects the null hy-
pothesis of homogeneity and thus indicates a
heterogeneous distribution.

In our study, a chi-square test was con-
ducted, and the Q statistic was found to be
significant at the 0.01 level. A significant Q
rejects the assumption of homogeneity. This
means that the variability across different
experiments is larger than the subject-level
sampling error, and thus systematic differences
across experiments might cause the variations
among effect sizes.

The preceding discussion assumes a fixed
effects model, in which effect size observed in
a study is assumed to estimate the correspond-
ing population effect with random error that
stems only from the chance factors associated
with subject-level sampling error in that study
(Hedges & Vevea, 1998; Overton, 1998). An
alternative is a random effects model, which
assumes that there are essentially random dif-
ferences between studies associated with study-
level variations such as study procedures and
settings in addition to subject-level sampling
error. We used a fixed effects model because
the experiments in our analysis followed similar
research procedures to study the escalation of
commitment.

. Step 3: Comparing sunk cost effect sizes
for IT projects and Non-IT projects

When the effect sizes are found not to be
homogeneous, meta-analysis can proceed with
an examination of whether the substantive and
methodological study characteristics moderate
the effect sizes (Lipsey & Wilson, 2001). In this
study, we attempted to detect whether the results
of the experiments involving IT projects were
different from the results of the experiments
involving non-IT projects, so effect sizes were
partitioned into two groups according to the
project context. A chi square test was conducted
to examine the between-group effect size vari-
ance and within-group effect size variance. We
found that the between-group Q statistic was
significant at the 0.01 level, showing that the
project context significantly explained part of
the variance. However, the within-group statis-
tic was also highly significant, indicating that
the variance within each group (IT vs. non-IT
projects) still remains heterogeneous. Mean
effect sizes and 95% confidence intervals were
calculated for each group. The mean effect size
for the IT project group was 1.04, and the 95%
confidence interval was 0.90-1.18. The mean
effect size for non-IT project group was 0.80,
and the 95% confidence interval is 0.70-0.91.
A t-test revealed that the mean difference was
significant at the 0.01 level.

DISCUSSION AND
IMPLICATIONS

A widely used convention for appraising the
magnitude of effect sizes was established by
Cohen (Cohen, 1977; Cohen, 1988). Standard
mean difference effect sizes are considered small
ifless than or equal to 0.20, medium if equal to
0.50, and large if 0.80. In our study, after rul-
ing out subject-level sampling error, the mean
effect size associated with the sunk cost effect
was 0.89, which qualifies as large. While prior
research had already documented the existence
of the sunk cost effect, in this study we provide
evidence of the strength of the sunk cost effect
across a range of experiments that have sought
to investigate the phenomenon. The large affect
size suggests that decision makers have tremen-
dous difficulty ignoring sunk cost when making
project continuance decisions. The implication
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of such a large effect size is that managers can-
not afford to ignore the sunk cost effect and its
influence on escalation behavior.

A test of the homogeneity of effect sizes
showed that variability in results across ex-
periments goes beyond what one would expect
based on subject-level sampling error alone.
The project context (IT or non-IT) significantly
explains a part of the variance, but the effect
sizes remain heterogeneous within each group.
Therefore, potentially other substantive or
methodological study characteristics moderate
the effect sizes.

Our moderator analysis results showed
that the magnitude of the sunk cost effect is
greater in experiments involving an IT project
context than in experiments involving anon-IT
project context. While it has previously been
claimed that IT projects may be particularly
susceptible to escalation (Keil et al., 2000a;
Newman and Sabherwal, 1996), there has been
no empirical evidence to substantiate this claim.
The fact that we observed a difference in ef-
fect size between experiments that involved IT
project scenarios vs. experiments that involved
non-IT project scenarios is intriguing. The
implication of this finding is that IT projects
may indeed be more susceptible to the sunk
cost effect. If this is the case, further research
is needed to determine why the magnitude of
the sunk cost effect may be greater in IT proj-
ect settings. One potential explanation is that
people are more optimistic about the prospect
of IT projects than that of non-IT projects and
thus perceive a high likelihood of success even
when faced with negative information. While
additional research is clearly warranted on this
point, in the meantime, IT managers should be
particularly sensitive to the impact that sunk
costs can have on escalation behavior.

LIMITATIONS

While meta-analysis is apowerful technique for
quantitatively integrating and interpreting prior
researchresults, itisnot without limitations. One
of the limitations of the experimental studies
upon which our meta-analysis is based is their
external validity, meaning to what extent the

results can be generalized to organizational set-
tings. Because the meta-analysisis based on the
results from primary studies, it still carries this
limitation. Second, effects in published studies
tend to be larger and insignificant findings tend
to remain unpublished. Meta-analysis, which
surveys primary studies, in turn has an upward
bias, known as the “file drawer problem” (Begg
1994; Smith, 1980). Third, moderator analysis
in meta-analysis is susceptible to confounds.
The significant difference observed between
the two groups in terms of effect size needs to
be interpreted with caution, as it may reflect
other experimental differences that do notrelate
to the type of project. Finally, the sample size
of 20 used in this particular meta-analysis was
not large. Nonetheless, we were able to have
sufficient power to detect significance in our
homogeneity test.

CONCLUSION

In spite of the aforementioned limitations,
this research represents the first attempt to
synthesize, integrate, and interpret the research
stream on the sunk cost effect and its influence
on project escalation. The study contributes
to existing knowledge in two respects. First,
through meta-analysis of 20 experiments, we
calculated the sunk cost effect size and found
that the sunk cost effect is large. Second, we
found that the variability of the sunk cost ef-
fect is larger than one would expect based on
subject-level sampling errors, and part of the
variability can be attributed to the context of the
experimental scenarios. Specifically, we found
that the magnitude of the sunk cost effect was
greater in experiments involving IT project
contexts than in experiments involving non-IT
project contexts.

Our meta-analysis pointed out future
research directions in this research stream.
Future research can be undertaken in two direc-
tions. First, because of the strong magnitude
and heterogeneity of effect sizes for the sunk
cost effect, we need more primary studies that
investigate potential moderators of sunk cost
effects. Second, the reasons why IT projects
are particularly susceptible to sunk cost effects
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need to be investigated, and tactics for reducing
the influence of sunk costs on decision-making
need to be explored.

While more research is needed, prior
studies have suggested that the sunk cost ef-
fect can be reduced by: (1) avoiding negative
framing, (2) encouraging people to focus on
alternatives and consider opportunity costs, (3)
making negative feedback unambiguous, and
(4) increasing the decision-maker’s account-
ability (Garland, Sandefur, & Rogers, 1990;
Keil et al., 1995b; Northcraft & Neale, 1986;
Simonson & Nye, 1992).
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ENDNOTES

This syndrome refers to the tendency for esti-
mates of work completed to increase steadily
until a plateau of 90% is reached. Software
projects tend to be “90% complete” for half
the entire duration (Brooks, 1975).

The references with * are articles used as
primary data sources in the meta-analysis.
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Table A. Summary of the research used in meta-analysis
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Table A. continued
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Table B. Formula to calculate effect sizes (adapted from Lipsey & Wilson, 2001)

Formula Data needed and definition of terms

Derive effect size from mean and standard

deviation
Xea—X _ _
ES, = saTse Means ( XG1, XG2), standard deviation (s1,s2), and
S poot sample sizes (n1, n2)
_ |G =Ds +(n = Dst
poo! nl+n2-2

. . . Arcsine transformation of the proportion (p) in each group.
Derive effect size from proportions o . .
ES,, =arsine(p,,)—arcsine(p,,) % o_f People in each group who makes escalation
decision(p,,, p;,)

Derive effect size from t test
nl+n2 Independent t-test (t) and sample sizes (n1, n2) for each

o oul
nln2 group
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